Separation of variables

in the geodesic Hamilton-Jacobi equation
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Dedicated to Jean-Marie Souriau

1. Introduction

This lecture is devoted to the basic notions of the theory of separation of variables for the Hamilton-
Jacobi equation. Many of the results presented here are already available in the literature. However, we
collect them in a systematic way according to a personal point of view, with a particular emphasis to
their geometrical meaning.

Let Q be a differential manifold of dimension n. With each system of coordinates (¢*) on Q we associate
canonical coordinates (¢’,p;) on the cotangent bundle 7*Q. We call the coordinates (p;) the momenta
corresponding to the coordinates (¢%). Let H be a differentiable real function on the cotangent bundle,
called the Hamiltonian. For each coordinate system on ) the Hamiltonian is locally represented by
a real differentiable function H(q",p;) in the 2n real variables (¢',p;), and it gives rise to a partial
differential equation, the Hamilton-Jacobi equation

. OW
1.1 Hl¢,—)=h
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where h is a real parameter, called the energy. A complete integral of this equation is a solution
W (q',a;) depending on n real parameters (a;) such that the n x n matrix

is everywhere regular. When such a complete integral is known, then, by purely algebraic manipulations,
we can find the integral curves of the Hamiltonian dynamical system generated by H. This is the
classical Jacobi method which was originally used for finding the geodesics of an ellipsoid. However,
the experience has shown that the Jacobi method can be applied with success for those cases in which it
is possible to find a complete integral of the kind

(1.3) W:Wl(ql,aj)+W2(q2,aj)+...+Wn(q",aj).

This property is called additive separation of variables, and when this occurs we say that the H-J
equation is integrable by separation of variables and that the dynamical system generated by the
Hamiltonian H is integrable in the sense of Jacobi or Jacobi-integrable. The coordinates (¢*) for
which a complete integral of the kind (1.3) exists are called separable (with respect to the Hamiltonian
Actually, due to the applications to Riemannian geometry and mathematical physics, we deserve the
interest to Hamiltonians which are polynomials of second order in the momenta, i.e. of the kind

(1.4) H=1g"pip; + A'pi +V,
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where g%/ are the contravariant components of a metric tensor g on @, A* are the components of a vector
field on @ and V is a function on @ , called the potential (all fields are assumed to be smooth, i.e. of
class C'*°, for simplicity).

We cannot give here a historical perspective on the theory of separation of variables. For an outline
of this topic and an essential bibliography we refer to [H] [W] and to the recent book of Kalnins [K].
However, in the following two sections we will present, with proofs, classical fundamental results due to
Levi-Civita (1904) and Stéckel (1893), on which we will base our discussion. We will restrict our attention
to the separation of the geodesic H-J equation, which is a crucial topic in the theory of separation of
variables. In Section 4 we will analyze those transformations of coordinates which preserve the separation
and the complete integral. The results will be used in Section 5 for proving the existence of a normal
form of the contravariant metric tensor components in separable coordinates, in which the separation is
achieved in the simplest way. In Section 6 we will present some fundamental facts concerning the Killing
tensors and the orthogonal separation. Section 7 will be finally dedicated to an outline of the geometrical
aspects of separation. Some examples are presented for illustrating the theory, without the pretension of
a reasonable completeness, as for the bibliography.

2. The theorem of Levi-Civita

Theorem 1. The Hamilton-Jacobi equation (1.1) has a complete integral of the kind (1.3) if and only if
the following equations are identically satisfied for each pair (i,7) of distinct indices:

(2.1) O'HY HOjjH + 0; HO;HOV H — 9'HO;HO! H — & HO; HO'H = 0.

Here we have used the following short notation:

oH _,  OH

’LH = 7 = )
0 aq" Opi

etc...

Proof. The additive separation of variables is equivalent to the condition 0;;W = 0 for i # j. By
differentiating the H-J equation (1.1) with respect to a variable ¢*, we get

OH + P HO;W = 0;H + 9" HOu;W =0 (i n.s.).

The notation "n.s.” means that there is no summation over the repeated index. Thus we are led to
consider the following system of partial differential equations in the unknowns (p;),

(2.2) Oipi = Ry, Oipj =0 (i #j),
where
O H

together with equation p; = 9;W. The integrability conditions of this system are

Due to (2.3) they are equivalent to (2.1). m

The theorem of Levi-Civita [LC] provides only a criterion to decide whether a given coordinate system is
separable or not. It gives no effective method to find separable coordinates for a given Hamiltonian. In
fact, this is a hard problem, which has been solved only for particular Hamiltonians (like, for instance,
the geodesic Hamiltonian of Riemannian manifolds with constant curvature [K]). However, Levi-Civita
theorem can be considered as a starting point for developing the theory of the separation of variables.
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If we substitute the polynomial Hamiltonian (1.3) in equations (2.1), then we get equations of fourth
order in the momenta (p;) which must be identically satisfied, so that the coefficients must vanish. These
coefficients involve the functions ¢*/, A*, V, together with their first and second derivatives, so that we
get finally a set of second order PDE’s on these functions. For the sake of brevity we do not write them
here explicitly; actually, they are very cumbersome. However, as Levi-Civita himself remarked, it can
be seen that the coefficients of fourth degree coincide with those coming from the separation conditions
(2.1) for the purely geodesic Hamiltonian

(2.5) G = $9"pipj,
namely,
(2.6) (0:59" 9" ¢7* + % 9" 0ig"* 0;9™° — 0;97"0; 9" g"* — 0,9 0ig"" ¢7* ) PrprDrps = 0.

Hence, coordinates which are separable with respect to the Hamiltonian (1.4) are separable with respect to
the geodesic Hamiltonian (2.5), and the separation of the geodesic H-J equation becomes the fundamental
argument.

3. The orthogonal separation and the theorems of Stackel

The first step for studying the separation of the geodesic H-J equation is to consider orthogonal coor-
dinates, i.e. to assume

(3.1) g9 =0, i#j

so that G = £¢"(p;)?. The separation conditions (2.6) reduce to equations

(3.2) 9" 97 0i;9" — 9" 0ig" 0;9"" — 977 0;9"0ig"" =0 (i # j, n.s.).
These equations, which are equivalent to

(3.2)) Bijg"" — Bilog|g??|9;g"" — 0;10g |g"|Big"™ =0 (i # j, ns.),

are fundamental in the theory of the separation of variables. They are similar to the classical Lamé
equations (see, for instance, [BI]).

The following two theorems due to Stéckel [ST1] [ST2] are fundamental for the theory of orthogonal
separation.

Theorem 3.1. The most general form of the metric tensor in orthogonal separable coordinates is

where (bzn) is a row (the last one, for instance) of the inverse of a Stiackel matriz ((;55])) in the coordinates
(¢"). The functions

(3.4) Fj = 3¢(;(pi)?
are geodesic first integrals in involution (the last one is the geodesic Hamiltonian itself):

(3.5) {F;,F;,} =0, F,=G.

Definition 3.1. A Stéickel matrix is a regular n x n matrix ((bl(j )) of functions of the n variables (q*)

such that each element depends on the variable corresponding to the lower index only: (bgj )(qi). We

denote by ( En) the inverse matrix.
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This theorem shows in other words, that the most general functions satisfying equations (3.2) are of
the kind (3.3) and, moreover, that the separation of variables is always concomitant with the existence
of quadratic first integrals in involution. The very simple proof given by Stéackel can be found in the
majority of the textbooks of analytical mechanics. However, we write it here explicitly for further needs.

Proof. Let us differentiate the geodesic H-J equation
(3.6) 1" (OW)* =h

with respect to the parameters (a;) entering in a complete integral W and set

g0 = W W Oh
’ 9q* 0q*0a;’ da;’
We get an equation of the kind
g ¢(J’) —

The matrix ((bl(j )) is regular provided that no p; = 9;W is zero, and it is a Stéckel matrix if the coordinates
are separable. By reversing these equations we find

= ol

However, there is no loss of generality in assuming that one of the parameters coincides with the energy,
say an, = h. We have ¢/ = §J so that the metric components have the form (3.3). Once (3.3) is proved,
we can write the most general separable Hamilton-Jacobi equation for the geodesics:

Then the separation of variables can been achieved by writing the whole system of equations associated
with the matrix (¢(;)),

(3.7) $0(;(@iW)? = a;,

by introducing n real parameters (a;), with a,, = h. So that we get, by an inversion, the following system
of separated ordinary differential equations,

dw;\ 2 :
( dg’ > =209,

It follows that W = >"7" | W;(q, a;) is a separated complete integral. Moreover, by the Jacobi theorem we
know that the real parameters entering in a complete integral correspond to first integrals in involution.
Hence, from (3.7) we deduce that the functions (3.4) are first integrals in involution. m

Let us consider a potential function V added to the geodesic Hamiltonian:

H = 39" (p:)* + V.
The separability equations of Levi-Civita for this Hamiltonian give rise to the system of equations (3.2),
involving the metric coefficients only, together with the following additional conditions on the potential
V:
(3.8) 9" g7 0;;V — g" 0,67 0;V — g7 0;9" OV =0 (i # j, n.s.),
which can also be written

(387) 8”‘/ - 81 10g |gjj| 8JV - 8j 10g |g“| (%V =0 (’L 75 j, Il.S.).
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Theorem 3.2. The most general potential compatible with orthogonal separation is of the kind
(3.9) V=mnig",

where (n;) are functions of the variable corresponding to the index only.

Proof. Since 0;W is a function of the variable ¢* only, the H-J equation
59" OW)?+V =h

shows that in separable coordinates V' is a function of kind (3.9) up to an inessential additive constant. m

Furthermore, following the same way of the proof of Theorem 3.1, it can be seen that the functions
Fj = 4§ d(pi)* +nj

are first integrals in involution.
There is another way to prove all the above results which does not involve the theorem of Jacobi.

Let us consider a linear connection I' on the manifold @. We can think of invariant 1-forms ¢ and vector
fields X and write the following two differential systems:

(3.10) 0ip; — Tl =0, ;X7 +TI X" =0.
If ¢ and X are two solutions then
(3.11) (X,¢) = X'¢p; = const.

Both systems (3.10) are completely integrable if and only if the connection is locally flat. Then the
general solution of the first system (3.10) has the form

(3.12) ¢ = ;0.  (c;) €R,

where ((bgj ); j =1,...,n) are independent solutions: det(qﬁl(-j )) # 0. The inverse matrix (bl(' ;) gives the
general solution of the second system (3.10):

(3.13) X' =d¢), () eR,

If the connection I' is symmetric, then two invariant vector fields (solutions of (3.10)2) commute. This is
equivalent to

(3.14) Biaidlhy = S0y = 0.
We say that the connection I is separable with respect to the coordinates (¢°) (or, conversely, that the
coordinates (q%) are separable with respect to the connection I') if the coefficients of I' in these coordinates
are such that
h . .
(3.15) Iy =0, fori#j.
In this case equations (3.10) become
(3.16) d;ipj = 6Bl oy, 9iX? = —B/X', where B/ =T7,.
The integrability conditions are:

h i ph _ L
(3.17) 9B} + B;B;' =0, i+#j ns.
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For every non trivial solution of equations (3.16)2, we have
(3.18) B = —iaixj.
X
If we substitute this expression in the integrability conditions (3.17), then we get equations
(3.19) XiX90;,; X" - X109, X70; X" — X70;X'0; X" =0 (i # j, ns.).
On the other hand, equations (3.16); show that a set of independent solutions form a Stéckel matrix

((bl(-k)), since 0;¢; = 0 for ¢ # j. Hence, we have proved that

Theorem 3.3. The most general solution of equations (3.19) is of the form (3.13) where ((sz)) is the
inverse of a Stackel matriz, or more simply, of the form

where ((bzn)) is a line of the inverse of a Stdickel matriz.
This is in fact the Stackel theorem 3.1, provided we set
X' =g",  ¢i=p)? = (W)
and look at equation (3.11) as the H-J equation. Moreover, equations (3.14) are equivalent to the
commutation equations (3.5).

Remark 3.1. Equations (3.19) are the Levi-Civita separation conditions (2.1) for a linear Hamiltonian
H = X'p,;. For a Hamiltonian of the kind H = X’p; + V the separation conditions are still equations
(3.19) together with equations

(3.21) X' X710,V - X'0; X0,V — X790, X'9;V =0, (i #j,ns.).

Then we can re-state Theorem 3.2 as follows:

Theorem 3.4. The most general solution of equations (3.21), where (X®) are solutions of equations
(3.19), are of the kind V = 1, X*, where (n;) are functions of the variable corresponding to the index only.

Remark 3.2. Since the components (¢*) are a particular solution of system (3.16), if we consider
equations (3.18) for X* = ¢** we get equations

1 ; 1 .
X = e
which can be interpreted as a differential system in the unknown functions (X*):

_ 1 o
(3.22) 0, X1 = — 8,97 X7
gll

According to the preceding remarks, this system is completely integrable if and only if equations (3.2)
hold. One solution is given by (¢*). A set of independent solutions (X' = ¢{;) gives the inverse of a
Stéackel matrix. Furthermore, if we introduce the functions

Xi

pizﬁa

then system (3.22) is equivalent to

(3.23) dipj = (pi — pj)dilog|g™|.
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The integrability conditions of this new differential system are still equations (3.2). We will go back to
this remark in the sequel.

Remark 3.3. Transformations of the metric components of the kind
9" — Gig",

where ({;) are functions of the variable corresponding to the index only, preserve the separation of
variables. This can be seen straightly from the H-J equation (3.6).

Remark 3.4. Assume that a Hamiltonian H satisfies the Levi-Civita separation conditions (2.1). Let
us consider a ”conformal” Hamiltonian fH, where f is a real smooth function of the coordinates only.
This new Hamiltonian satisfies equations (2.1) if and only if, for each pair of distinct indices:

PPHO'HYHO;f — ' HOHO f — 0 HOLHO; f]—
2fHO'HYHO, f0; f+
fPovH [H28if8jf + fH(0;fO;H + 0; f0,H)] = 0.

If we set V = f~! (where f # 0), then we get simpler equations:

O'HY HO;V — 0'HOIHO;V — & HOLHOV +
V2OUH[HOVO,V +V(9;VO;H + 0,V H)] = 0.

These are the characteristic equations of a conformal cofactor V preserving the separability of a
Hamiltonian H. When 0% H = 0 for i # j, they simplify to

O'HY HO;V — 0'HO!HO;V — O HOLHO;V = 0,

and become similar to (3.21) and (3.8). This is actually the case of a linear Hamiltonian and of an
orthogonal geodesic Hamiltonian. For this reason solutions of equations (3.21) or (3.8) are called Stéckel
multipliers [KM3]: a conformal transformation of the kind g;; — Vg;; preserves the separability of
an orthogonal metric. The fact that a potential compatible with the (orthogonal) separation has the
same form as a conformal cofactor preserving the (orthogonal) separation is rather a consequence of the
Maupertuis principle of mechanics: the dynamical trajectories of fixed energy h of a mechanical system,
whose kinetic energy and potential energy are respectively %gi ;v and V, are geodesics of the conformal
metric (V — h)gi;.

Remark 3.5. When for a given coordinate system the metric tensor components satisfy equations (3.2),
then by the Stéckel theorem 3.1 we only conclude that a Stéckel matrix exists such that (3.3) holds and,
in order to perform the separation and to construct the first integrals, we need to know explicitly such a
matrix (it is not uniquely determined), or its inverse; we know only the last line of the inverse. Actually,
in practice the separation can be usually achieved by a direct inspection of the H-J equation and by
extracting from it equations involving single coordinates and the so called separation constants (see
the examples in Section 5). However, the problem of finding a Stéckel matrix, when only one line of its
inverse is known, can be solved through algebraic manipulations by comparison with some canonical
form of the inverse of a Stackel matrix. Such canonical forms depend on the dimension n. For instance,
when n = 2 the inverse of a Stackel matrix has the following canonical form:

¢1 ¢2 ¢2‘/’1 —¢>11/)2

) (1) (1)

(3.24) (¢;) = 1 e ¢11j)- P2 ¢11j)- P2 ,
P2 P2 : 2

$1+ P2 P11+ ¢
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where ¢; and v; are functions of the variable corresponding to the index only (or constant). Hence, if
we know the second row (i.e. the components of the metric) we can construct the first row (i.e. the
associated first integral). The Stéckel matrix corresponding to (3.24) is

Mm@ 1l ¢

Gy _ [t Pl v s

(3.25) () = T el NS
2 2 Yo P

For n = 3 a canonical form is

Py = E(Nuzwﬂ — Mit1Vit2),

(3.26) 22) = %(Vwrz = Vit1),

%

23) = b (Hit1 — Hit2),
where the functions depend on the variable corresponding to the index and ¢ is the determinant

1 1 1

det | p1 po ps
vy vz 3

Canonical forms of Stéckel matrices for n = 2,3, 4 are discussed in [BF1].

4. Equivalent separable coordinates

The discussion of the Levi-Civita separation conditions (2.6) for non-orthogonal variables seems to be
much more difficult than the orthogonal case. In order to simplify this problem, one way is to perform
suitable transformations of coordinates which preserve the separation.

First of all we remark that every coordinate transformation which involves separately each one of the
coordinates (i.e. whose Jacobian is diagonal) is always allowed: it preserves the separation property.
It also preserves the coordinate surfaces. We will call such a coordinate transformation a separated
transformation. However, one can ask if these transformations are the only ones compatible with the
separation. We can give an answer to this question, following again a suggestion of Levi-Civita who, in
the case of a purely geodesic Hamiltonian, distinguished the separable coordinates in two classes [LC].
We can extend this classification to a generic Hamiltonian as follows.

Definition 4.1. Let (¢') be a system of separable coordinates. We say that a coordinate ¢ is of
first class if the function R; (defined in (2.3)) is a linear function in the momenta, i.e. of the kind
R; = Bg (") p;. Otherwise, we say that ¢" is of second class. A coordinate ¢’ is called ignorable if
R; =0, i.e. if 9;H = 0 (an ignorable coordinate is of first class).

It is known that a complete integral is geometrically represented by a local Lagrangian foliation of
the cotangent bundle 7@, transversal to the fibers, such that the Hamiltonian H is constant on each
leaf. With a given Hamiltonian we can have different separable systems of coordinates corresponding to
different foliations. One can consider, as a simple example, the case of the geodesic Hamiltonian in the
Fuclidean plane. Cartesian coordinates and polar coordinates are both separable, but they give rise to
different complete integrals. We say that they are not equivalent accordingly to the following

Definition 4.2. Two separable coordinate systems are said to be equivalent if in every domain in which
they are both defined they give rise to the same complete integral, interpreted as a Lagrangian foliation
of the cotangent bundle.

In order to simplify the discussion it is convenient to adopt the following notation for the indices [B1].
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Notation. Latin indices h, 1, j, . .. always run from 1 to n, the dimension of @. For indices corresponding
to coordinates of second class we use the first Latin letters a, b, c..., which run from 1 to m < n. For
indices corresponding to coordinates of first class we use the first Greek letters «, 3,7, ..., which run
from m + 1 to n. We set 7 = n — m, the number of coordinates of first class.

Theorem 4.1. Two equivalent separable systems have the same number of first class coordinates (hence,
the same number of second class coordinates).

Proof. Let (¢*) and (qi/) be two equivalent systems of separable coordinates. The corresponding momenta
are related by equations

(4-1) bi = Aﬁ biry  Pir = Aﬁ/pi,

where

’

i % i _ 9q

i 8q1 ) i = W
When a complete integral W is given, we have p; = 0;W and p; = 0yW. By applying the partial
derivative 0;: = Aj-/aj to the first set of equations (4.1) we get

On the other hand the complete integral is a solution of the following two differential systems (see (2.2)),
9jpi = 6;iRi,  Oypir = bjrir Ryv.
Thus the following equations must be identically satisfied:
Al R; = AL,0;A py + Al Ry (i, ns.).
Let us consider the case i = o (index of first class) and j' = o’ (index of second class):
A%R, = AL, 0;AL py + A% Ry (a,d’ ns.).

By definition of coordinate of first class, the term R, is linear in the momenta (p;), thus it is linear in the
momenta (p;/), and this equation shows that also R, is linear, against our assumption, unless Ag/ =0.

Hence, by symmetry, ,
Al =0, A% =0.

This means that the second class coordinates (¢*) depend on the second class coordinates (¢% ) only, and
viceversa. Hence, the number of second class coordinates in both systems is the same. m

Theorem 4.2. Every separable system is equivalent to a separable system in which all first class coordi-
nates are ignorable.

Proof. Accordingly to the distinction in two classes of the coordinates, we can split system (2.2) into the
following equations:

(4.2) daba = BLpi, 9ip; =0 (i#j), Oapa = Ra.
The integrability conditions of the whole system (2.4), with a particular choice of the indices, give
0uBip; + BR, =0 (ans.).

This equation shows that R, is linear in the momenta, which is against the assumptions, unless B2 = 0,
so that

(4.3) B =0, 9,B°=o.
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Hence, the system (4.2) contains an autonomous sub-system in the first coordinates only,

aapﬁ =0 (a 7£ 6)) OaPa = sz’Y'

This system is integrable and it is linear in the momenta (p,). Hence, locally there exist r = n — m

independent solutions ( ¢ )), such that the general solution is

(4.4) Pa =0, (cz) ER™.

Let us consider the new coordinate system (z?) defined by
(4.5) dz =dg®, da® =65 dg’.

Equations (4.4) shows that the momenta (p(,)) associated with these new coordinates, evaluated on the
original complete integral W, are constant: p(,) = c. Hence, the local expression of the Hamiltonian H
in these coordinates cannot depend on the coordinates (z%), or, in other words, the coordinates (z®) are
ignorable. Since the second class coordinates are unchanged, the new system (x%) is separable. =

The matrix ( ¢ )) in the preceding proof is a Stéckel matrix in the r variables (¢%).

Remark 4.1. When the Hamiltonian is linear, H = X’p;, all separable coordinates are of first class, so
that we can always reduce to the case in which all separable coordinates are ignorable, and the complete
integral takes the form W = a;q’.

The preceding theorems hold for whatever Hamiltonian. From now on we will consider the case of
a geodesic Hamiltonian (the following two statements can be extended to polynomial Hamiltonians of
second degree (1.4), but with longer proofs).

Theorem 4.3. In two equivalent separable systems the second class coordinates are related by a separated
transformation (i.e. they generate the same coordinate surfaces).

Proof. With the same procedure of the proof of Theorem 4.1, let us apply the partial derivative d; to
the second set of equations (4.1). By assuming that j # i/, we get

(46) 8j/A§/ pi + A;/Az/ R, =0.
Let us consider in particular two indices of second class, a’ # b':
3a/ ,ZL.)/ Pi + AZ/ g/ Ra + Ag/ ?/ Ra =0.

We remark that the first and the last terms in this equation are linear in the momenta. If we assume
that there is no linear combination of the kind f*R,, where f* are functions of the coordinates (¢*) only,
which reduces to a linear form in the momenta (p;), then the above formula cannot hold, unless

A% AL =0 (d #V,ans.)

for each index a of second class. This means that for each index of second class a there exists one and
only one index of second class a’ such that A%, # 0. Indeed, if two such indices (a’, V') exist, the equation
above cannot be satisfied; and, on the contrary, if no such indices exist, in the whole matrix (A% ) the line
i = a is made of zeros: absurd, since this matrix is regular. The fact that only one A%, does not vanish,
proves that ¢® depends on one second class coordinate only. It remains to prove that no sum of the kind
f*R, can be linear in the momenta. We have

8.0 p:m; 1 o
%M — __3agl.jvle,

R = =
‘ 9**pi 20®
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being (v') new variables replacing the momenta:
vt =gYpj, pi=gijv’.

Let us assume that there is a combination such that f*R, = L;v’, where (L;) are functions of the
coordinates only. With a change of notation this equation can be written as follows:

1 o .
(47) Z ﬁPaijvl'UJ = L,L"U,L.

Let us differentiate equation (4.7) with respect to v°:

1 - 1 )
I LY E - YL —
2(vb)2Pb”v v+ e e Pabz'U Lb.

And again, twice with respect to v¢, with ¢ # b:

1 o1 ; 1
_prciv — Wpcbﬂ) + Z ,U_aPabc =0.

1 2 .
- P, ce Pc % t=0.
()2 ? + (v°)® Z biU
i#c,b
Just like the preceding ones, this last equation must be identically satisfied for all admissible values of
(v'). Hence, Pyee = 0 and Puy; = 0 for b # ¢, ¢ # i. Let us differentiate (4.7) twice with respect to v® and
v? (indices of first class). We get:
1
— Paap = 0.

This proves that P, = 0. These results show that the polynomial P,;;v'v? is divisible by v?, against
the assumption that a is an index of second class. m

Theorem 4.4. Let (¢°) = (q% q%) be a separable system such that all coordinates of first class (q%)
are ignorable. Then every equivalent separable system (q*) = (q%,q% ) is related to this one, modulo a
separated transformation, by equations of the kind

(4.8) dg® = dg”, dq® = AS dq"

where AS; are functions depending on the variable corresponding to the lower index only.

Proof. We have already seen that coordinates of second class are invariant up to a separated transfor-
mation. Since (¢%) are ignorable coordinates, we have R, = 0 and equation (4.6) gives 0,/ A5 = 0 for

£ 5. m
5. The normal form of the metric tensor components in separable coordinates

As we have said in the last part of the preceding section, we are considering the purely geodesic Hamil-
tonian: H =G = %gijpipj.

Theorem 5.1. In a separable system (q') = (q¢%, q%), the coordinates of second class (¢*) are orthogonal:
g* =0 for a # b.

Proof. The Levi-Civita separation conditions (2.2) for two indices of second class a # b can be written
as follows,

(5.1) H*(H'Ho, — HyH?) = H,(H HY — H,H™),
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with the further simplifying convention H* = 0°H, H; = 0;H, etc.. Under our assumptions we have
H? = v* and HY = g¢¥. By definition of second class coordinate the ratio R, = H,/H® is not a
homogeneous first degree polynomial in the momenta, i.e. the first degree homogeneous polynomial H¢
is not a divisor of the second degree homogeneous polynomial H,. Equation (5.1) shows that it must be
a divisor of the second degree polynomial H® HZ — H,g, i.e. that there exists a first degree homogenous
polynomial

Lba = L%,api = Lbaivl

such that

(5.2) HYHE — Hyg® = HLy,.

From (5.1) it follows that

(5.3) HYH,, — HyH? = H,Ly,.

Our aim is to prove that condition g® # 0 implies Ly, = 0 so that from (5.2) H® would be a divisor
of Hp, which is against the assumption that also b is an index of second class. For this purpose, let us

differentiate equation (5.2) twice with respect to pq:

(5.4) H'gy" = gLy, + HLY,,

(5.5) 9"'g5" = 29" Li,-
The explicit form of equation (5.4) in the variables (v?) is
,Ubgga _ gaaLbM_,Ui 4 ga'

As a polynomial identity in (v?), this equation implies:

(56) gf,m = gaaLbab;
(5.7) 9" Lyaa + Lga =0,
(5.8) 9% Lpa; =0 (i # b, a).

Let us differentiate equation (5.2) by ¢® and equation (5.3) by pg:
HYHY + HYH{, — Hyag™ — Hygl® = HiLyo + H* Lig,a,

g Hy, + H'HY — HAHY — Hyg® = H LY, + H Ly,

where Lpq,q = 0gLpe. By subtracting term by term, we get equation
2HYHY — 2 Hyog"" = H Lpa.a — H LY,

On the other hand, equations (5.2) and (5.3) give respectively

a 1 a a 1
Hb = m(H Ly + Hbg b)a Huyy = Hyo = m(HaLba + HbHZ)’
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so that from the last equation we get finally:
H"(2HLpy — H  Lpa,a) = Ho(2 g"" Lyo — H'LY,).
This equation shows that H* = v® must be a divisor of the polynomial

HPLE, —2¢°° Ly, = v"LE, — 2 g® Lyai’,

so that
(5.9) by =29"Lya,
(5.10) 9®Lya; =0 (i # a,b).

Now, we make use of all equations (5.5)-(5.10). From (5.6), (5.5) and (5.9) it follows that
9 g% Lyay = gPge = 2 g9 L8 = 4g%go Ly,

Hence,

(5.11) 99" Ly = 0, ¢*“Li, = 0.

Let us assume that g% # 0. We have two cases: (i) g2¢ # 0, (ii) g%® = 0. (i) We have: Ly, from (5.11),
Lpai = 0(i # a,b) from (5.8) or from (5.10), L§, = 0 from (5.11), Lyee = 0 from (5.7). Thus we have
proved Ly, = 0: absurd. (ii) If g # 0 we find case (i) by symmetry. Thus let us assume g?¢ = g** = 0.
We have: Lpq; =0 (i # a,b) from (5.10), L, = 0 from (5.7) and Lpep = 0 from (5.9). This means that

(5.12) Lo = Lbaat® = Loaag™"pi-

Let us differentiate equation (5.2) twice with respect to py. Under the assumption ¢g”® = 0 we get
gabLZa = 0, thus Lga = 0. However, due to equation (5.12), Lga = 0"Lyy = Lpaag®. This shows that
Lipaa = 0, too. We have proved that Ly, = 0: absurd. =

This proof, which is taken from [B2], is inspired to a proof given by Dall’Acqua in 1912 [DA] under the
assumption g°* # 0, which is always fulfilled by a positive-definite metric (see also [CN]). This proof can
be extended to Hamiltonians of the kind (1.4), through suitable modifications of the classification of the
coordinates. This proof suggests a further distinction between the coordinates of second class.

Definition 5.1. A coordinate ¢“ is said to be isotropicif ¢** = 0.

This means that the gradient of the coordinate ¢® is an isotropic (or null) vector and the coordinate
surface ¢* = const. is a coisotropic submanifold (a submanifold S C @ of a Riemannian manifold is
called coisotropic if (7,9)% C T,S for each point ¢ € S). Hence, isotropic coordinates cannot occur in a
strictly-Riemannian manifold. Let m; and ms be the number of non-isotropic and of isotropic coordinates
of second class respectively: m; + my = m = n —r. Also these numbers are invariant for equivalent
systems of separable coordinates, because of Theorem 4.3. Let us denote by a, B, ... the indices of second
class corresponding to non-isotropic coordinates and running from 1 to m;, and by @, b, . .. the indices of
second class corresponding to the isotropic coordinates, running from m; + 1 to m =n —r.

Now we can state the main theorem of our discussion (see [B1]).

Theorem 5.2. In an equivalence class of separable coordinates there exists a coordinate system (q*) such
that the first class coordinates (¢%) are ignorable and such that the n x n matriz (g*) has the following
form

my 5&bgaa 0 0

(5.13) 6= | 0 0 g
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Proof. We have already proved the existence of equivalent systems where the first class coordinates are
ignorable (Theorem 4.2) and that the second class coordinates are orthogonal (Theorem 5.1). It remains
to prove that we can find equivalent separable coordinates for which ¢ = 0, for each non-isotropic
second class index a. Equations (5.1) reduce to

H*(H*H,, — H,H®) = H,H H},

so that H® must be a divisor of Hle‘}. Since H* = v® is not a divisor of H® = ¢°, it must be a
divisor of Hg, so that there exists a functions f% of the coordinates only such that H2 = fa®H¢ i.e.
Opg™ = foge. A straightforward discussion shows that this equation implies

(5.14) 9 0,9" = g™ 0pg™  (a #b),

for every pair of indices (¢, 7). By choosing (4, j) = (a, ) such that g** # 0, we get equation [DA]

(5.15) By (%) =0, fora#b.
This means that

- gae
is a function of the variable ¢® only (the coordinates of first class are ignorable, thus they do not appear

in the metric components). The above considerations apply to all non-isotropic coordinates of second
class (¢%): there exist functions (63) depending on the variable corresponding to the lower index only,

such that g = 0¢g%. Let us consider a new coordinate system (¢*,q*") defined by equations

’

dg* = dq*, dq® = dq® — 62dq".

This system is equivalent to the old one (see Theorem 4.4). The coordinates of first class (¢ are still
ignorable and moreover,

g&/o/ _ A?/A?/gij - g&jA?/ — g&ﬁAg/ + gaaA?/ = gt — giage — 0,
Apart from the notation, this is a coordinate system which we were looking for. m

Definition 5.2. We call (5.13) the normal form of a metric tensor in separable coordinates. The
separable coordinates for which such a normal form holds are called normal separable coordinates.

Remark 5.1. For the number ms of second class isotropic coordinates we have the limits
ma S T, ma S min(pa Q)a

where (p, q) is the signature of the metric. Indeed, from the normal form (5.13) we see that mg > r
implies det(¢g”) = 0, and the second limit follows from the fact that the maximal dimension of an
isotropic subspace of a space of signature (p, ¢) is min(p, ¢), and the tangent subspaces spanned by the
gradients of the coordinates (¢%) are isotropic.

Theorem 5.4. The most general form of the metric tensor components in normal separable coordinates
is the following:

g =0 for a#b and ab=1,... m<n

g&&:(b?m) for a=1,...,m <m,

3

@ =0 for a=mp+1,...,m,

Q
2

(516) g&a:() fOT a=m+1,...,n

9% =03 ¢,y (ans.),
9*7 =137 s

3
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where (b?m) is the last row of the inverse of a m x m Stackel matriz in the second class coordinates (q%),

and 02 and n2° are functions depending on the coordinates corresponding to the lower index only.
Proof. We have the metric tensor components in the normal form (5.13). The first class coordinates are
all ignorable. Let us consider equation (5.14) in the particular case

g&aabgﬁﬁ _ gz’zﬁabg&a'

For a fixed isotropic index of second class a there is at least one index of first class 3 such that ¢®? # 0
(otherwise the matrix (5.13) would be singular), so that the preceding equation can be written

gﬁa
’ (g“ﬁ>

This means that for each index @ there is a function X and functions (62) depending on the variable
corresponding to the lower index only, such that for each index «

(5.17) ¢ =02 X7

Now, let us consider the Hamiltonian in normal separable coordinates,

- . 1
H = 59" (pa)? + 9" papa + §gaﬁpapﬁ-

Since the first class coordinates are ignorable, the corresponding momenta can be considered as constants
of integration of the H-J equation. The Hamiltonian can be written

H =X+ X"a +V,
by setting

(5.18) X' =14 X=¢"pa, V=21¢"pps, 6a=va)? ¢a=npa

We can apply to this case the discussion of Section 3. The m functions (X¢) = (X%, X@) will be solutions
of integrability conditions of the kind (3.19), and the ”potential” V will be a solution of an equation of
the kind (3.21). This means that there exists a m x m Stéckel matrix (¢{;,)) such that X* = ¢{, ) and

V= 1a0(,,,), with (1) function of the variable corresponding to the index only. Due to (5.17) and (5.18),
the theorem is proved. m

Remark 5.2. Since we know the general form of the coordinate transformation from a separable system
with ignorable first class coordinates (like a normal separable system) to a generic equivalent separable
system (Theorem 4.4, formulae (4.8)), we can perform the corresponding tensor transformation on the
components (5.16). The result will be the general form of the contravariant metric tensor components in
separable coordinates. By a suitable adaptation of the notation, this form turns out to be the following:

g =0 for a#b and a,b=1,...,m<n,
g&&:(b?m) for a=1,...,m <m,
(5.19) g**=0 for a=mi+1,...,m,
g = (b((lg)og (b((lm) (an.s.),
9% = 670512 oy
where (¢(,,)) is the last row of the inverse of a m x m Stéickel matrix in the second class coordinates (¢*),

(¢(5)) is the inverse of a r x r Stéickel matrix in the first class coordinates (¢*), and the other functions
depending on the coordinate corresponding to the lower index only (compare with [II] [CN]).
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According to Theorem 5.4, the most general separable geodesic Hamiltonian in normal separable coordi-
nates takes the form

(5.20) G = 5 Oy (Pa)” + Om)05 PaPa + 5 Dlmy1s” Paps-

In the general form of the metric tensor components, with respect to normal separable coordinates (5.16),
and in the expression of the most general Hamiltonian (5.20), only one line of the inverse of a Stéckel
matrix appears (the last one, according to our notation). The analogous formulae obtained by considering
any other row (b?b) of this matrix will give the components of a tensor KZZJJ)’ such that the m quadratic
functions

(5.21) Fy = % Kéi)pipj = % ¢?b) (pa)2 + ¢?b)9?; DaPa + % ¢((lb)773ﬁ PaPp;

are first integrals in involution. This follows from a discussion similar to that of Section 3, concerning the
procedure of separation: we interpret the H-J equation G = h as the last equation of a system Fj = ay
of m equations, which can be solved with respect to the momenta,

(5.22) (pa)® = 20460 — n2%a0ag, (aab)pa = bl — Ln2Pagag,

taking into account that the momenta of first class are constant (since the first class coordinates are
ignorable):

Pa = Qq-

Equations (5.22) are separated equations: they form a system of separated ordinary differential equations
in the m unknown functions W, (¢*) such that p, = dW,/dq®. The constants (a;) = (aq, ao) Will appear

in the complete integral
m

W = Z Wa(q?, ai) + ang®.

a=1
They are the so called separation constants.

We conclude that the separation of variables is concomitant with the existence of r ignorable coordinates
(¢%), which generate r linear first integrals (p, ), and the existence of a complementary number m = n—r
of quadratic first integrals (F}), one of which is the geodesic Hamiltonian itself. All these first integrals
are in involution due to the Jacobi theorem. As we will see in the next sections, in order to discuss
the intrinsic characterization of the separation of variables, it is more convenient to think of these first
integrals as Killing vectors or Killing tensors. The Killing vectors are the partial derivatives (9y)
associated with the ignorable coordinates, interpreted as vector fields. The components of the Killing
tensors are the coefficients (K;”) of the quadratic forms (F}).

When there are no isotropic second class coordinates (like in the case of a positive definite metric) the
normal form (5.13) reduces to

m T
m 5abgaa 0

(5.23) (¢7) = :
r 0 go‘ﬁ

where

(5.24) 9" = Oy 9™ =0 g™

The non vanishing components of the Killing tensors are:

aa __ ja af _  « aa
(5.25) K@) = o) K(b) = 77aﬁK(b)'
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Several examples of separable metrics are given by exact solutions of Einstein’s field equations (see for
instance [CR] [W] [KSMH] [BF2]). We present here only three of them, showing how they fit the theory.

Example 5.1. The Reissner-Nordstrom metric

T2

(5.26) ds* = r2(d6* + sin® 0 d¢?) + X

A
dr® — = dt?,
r

where A = r? 4 e? — 2mr, provides a mathematical model for the exterior field of a spherically symmetric
body of charge e and mass m. For e = 0 it reduces to the Schwarzschild metric. Coordinates ¢ and ¢
are ignorable, so that, according to our notation it is convenient to set

(5.27) ¢ =r. =0, *=9¢ o=t

These coordinates are orthogonal and the contravariant components are

(5.29) )= (5% a5 )

"5 o> . y T
r2’r2’ r26in%29’ A

We can see directly from the H-J equation that these coordinates are separable. The separation is achieved
by introducing the separation constant

9 1
c=pyt+ =5,
sin
so that the H-J equation reduces to
2 o, 2
A — —pi=2h
P1 +c Ap4 T,
where (po) = (p3,ps4) are constants due to the ignoration of the coordinates (¢*,q*). However, the

separation can be also recognized by comparing (5.28) with the normal form (5.16). The coordinates
(q*) = (¢*, ¢?) are of second class and the components

= (5%)

fit the condition g** = ¢(, by setting in the canonical form (3.24),
¢1:T25 ¢2:05 wlZAa 1/)2:1
The condition g*? = n2#ge® is fulfilled by setting

33 _ a4 _ r 33 1 44 _
m =Y m = A2’ M2 _Sin29, n2 =V

The conclusion is that the given coordinates are normal separable coordinates. Moreover, by using
formula (5.25) and (3.24) we can construct the components of the non trivial Killing tensor K = Kj.

The result is 1

11 22 33 __ 44
KU =0, K¥®=-1, K%=-—— K'=0,

and, up to the inessential factor — %, the corresponding first integral coincides with the separation constant
c. If instead of ¢ we use a new coordinate u defined by equation (see [KSMH])
2

(5.29) dt = du+ %

dr,



Separation of variables in the geodesic Hamilton-Jacobi equation 18

then the metric becomes A
ds® = r?(d6* + sin® 0 d¢?) — 2du dr — = du®.
T

The new system (7,0, ¢,u) is separable and equivalent to the old one, since the transformation (5.29)
fits the transformation formulae (4.8). However, these coordinates are no more normal, since the matrix

(¢") has now the form:
2

.
1 _
0
R 0 0
W= 0
Asin? 0
o 0 0
A

Example 5.2. The Kerr-Newmann metric
dr2 2 2 0
ds? = p? (% + d92> +sin?0 (r2 +a® - s%> dg?
p
.2
0
- (1 + %) dt* +2ea>=
p p

dt do,

where A = 72 +a? + €2 —2mr = 12 +a? + ¢ and p? = r? + a?cos?0, is a model for the exterior
gravitational field of a rotating source of charge e, mass m and angular momentum a. For e = 0 it
reduces to the Kerr metric, and for e = 0 and a = 0 to the Schwarzschild metric. As in (5.27) we set
¢t=r, ¢*=0, ¢>=¢, q*=t The contravariant components form the matrix

A
p_2 0 0 0
1
0 p_2 0 0
i
(9") 0 0 1 1 a? a 1 a? +r?
p? \sin?0 A p? A
a a?+1r? 1 9 (a? + r?2)?
0 0 p_Q(l_ A ) p—Q(CLQSln 9—T>

This is a normal form, where (¢*) = (r,0) are second class coordinates and (¢“) = (¢, t) are first class
ignorable coordinates. Indeed we have

(bl = T25 ¢2 = CL2 COSQ 97 1/)1 = Aa ¢2 = 15

and 1
2 2 2
. 1 a ala® +1r?) . — a
(mﬁ) = TAZ ) ) ) oy | (772ﬁ) sin” 0
a(a® +1r%)  (a®+17) a a? sin? 0

These normal separable coordinates are not orthogonal.
Example 5.3. The Friedmann metric
2

1—kr?

ds®> = dt* — R(t) ( + r2d6? + r?sin® 9d772> ,

where k is a constant and R(t) an arbitrary smooth function without zeros. The coordinates

¢ =r. =t ¢=0, ¢=n,
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are normal separable coordinates; (r, ¢, #) are of second class, and 7 is ignorable. Indeed, the contravariant
components of the metric are

(g = kr? —1 1 1
7= R(t) "7 r2R(t)’ r2R(t)sin?6) "
The separation can be achieved through the separation constants

2

a1 = R(yp3 —h), ax=p;+ Pi-

1
sin? @
We can fit the canonical form (3.26) with

71@1"2—1

wl_ﬁa ¢2:R(t)a 1/)3:15

=13 H2=0, p=1,

vy = 0, Vo = —R(t), V3 = 0.

1
44
=10,0,——|.
(1a) ( Sin29>

Example 5.4. This is an example of normal separable coordinates with an isotropic second class coor-
dinate (it is taken from [KM1], where further examples can be found). The three-dimensional metric

and formula (5.25) with

ds® = ydz? + 2dx dy + % %dy2

is a locally flat Lorentzian metric. If we set

then the contravariant components are

< =

M)

2
Y

o
—
|
N[

The coordinate ¢ is ignorable, ¢' is of second class and ¢? is isotropic of second class. The normal form
of the metric (5.16) and the canonical form (3.24) can be fulfilled by setting

(bl:Oa ¢2:y7 1/)1:15 1/)2:15 eg:ya 77:1;3:_%’225 7733:0

6. Intrinsic characterization of the orthogonal separation
With each smooth contravariant symmetric tensor field K over a manifold ) we associate a real smooth

function Ex on the cotangent bundle 7@ defined by
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where £ is the order of K. This fact establishes a natural identification between symmetric contravariant
tensors on ) and functions on T*(@ which are homogeneous polynomial in the momenta. Due to this
identification, the two natural algebraic structures on the space of these functions induce two algebraic
structures on the space of contravariant symmetric tensors. The ordinary product of real functions induces
a symmetric product denoted by N and defined by equation:

(6.2) Exnr = ExEL.

This product is commutative and associative. The Poisson brackets on T*@Q), induces Lie brackets [K, L]
defined by equation

(6.3) Eig ) ={Ek, EL}.
Moreover, the Lie brackets are a bi-derivation with respect to the symmetric product, i.e.
(6.4) [K,LNM]=[K,LINnM + [K,M]N L.

We say that symmetric contravariant tensors K and L commute or that they are in involution when
[K,L] = 0. If Q is a Riemannian manifold, with metric tensor g, then there is a natural identification
between contravariant and covariant (symmetric) tensors, and E, = G is the geodesic Hamiltonian. A
Killing tensor is a symmetric tensor which commute with the metric: [K,g] = 0; i.e. such that the
corresponding function E is a geodesic first integral: {Ex, G} = 0.

In the following discussion we will deal only with Killing tensors of order 1, which are called Killing
vectors, and of order 2, which we will call briefly Killing tensors, by understanding the order 2.

A Killing vector X is characterized by the following equivalent properties. (i) The Lie derivative of the
metric tensor g with respect to X is zero. (ii) The (local) action on @) generated by X is made of isometries
(i.e. of rigid motions, according to the old terminology). (iii) In a coordinate system (q%) such that
01 = X, the coordinate ¢! is ignorable: 91g;; = 0. (iv) The covariant derivative VX with respect to the
Levi-Civita connection is skew-symmetric. (v) As a derivation over the functions, X = X'9; commute
with the Laplacian A = ¢gV,;0;.

Tensor fields of order 2 can be interpreted as linear operators over the spaces of vector fields and 1-forms.
Let us denote by X - K and by ¢ - K the value of a 2-tensor field K on a vector field X and a 1-form ¢.
The tensor is symmetric if and only if X - K -Y =Y - K - X. In this sense, we can also consider fields of
eigenvectors, eigenforms and eigenvalues of K.

It can be proved that

Theorem 6.1. (i) [E2] If a symmetric tensor field K of order 2 is diagonalized in a coordinate system
(¢, then it is a Killing tensor if and only if the following equations are satisfied

(6.5) dip; = (pi — p;) 0 log |g"|,

where p; is the eigenvalue corresponding to the vector fields 0; = 8%1-. (ii) If two Killing tensors and are

both diagonalized in a coordinate system (q'), then they are in involution.

We remark that equations (6.5) coincide with equations (3.23). This circumstance represents the link
between Killing tensors and orthogonal separation. Indeed, as we have seen in Section 3, orthogonal
separation of variables gives rise to a set of n independent quadratic first integrals. Interpreted as Killing
tensors they have the following characteristic properties [E1] [W] [KM2]:

(a) they are pointwise independent and in involution;
(b) one of them is the metric tensor;
(¢) they have n common orthogonal closed eigenforms.

Property (c¢) follows from the fact that the Killing tensors are all diagonalized in the separable coordi-
nates. This means that the differentials (dg®) of such coordinates are common orthogonal eigenforms
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(or, equivalently, that the partial derivatives (0;) with respect to these coordinates, interpreted as vector
fields, are common orthogonal eigenvectors). It follows from Theorem 6.1 that the existence of inde-
pendent Killing tensors satisfying the above requirements is equivalent to the complete integrability of
system (6.5). On the other side, as we have seen in Section 3, the integrability conditions of this system
coincide with the Levi-Civita separation conditions in the case of a geodesic Hamiltonian in orthogonal
coordinates.

Remark 6.1. Due to equations (6.5), the characteristic equations (3.8) of a potential compatible with
orthogonal separation can be written in the following equivalent form:

(6.1) (pi = p;)0i;V = 0ip; O;V — 0;p; O;V.

Example 6.1. Two-dimensional manifolds. On Riemannian manifolds of dimension 2, the sepa-
ration of the H-J equation always occurs in orthogonal coordinates and without second class isotropic
coordinates. Indeed, we have three cases. (i) If a separable system has only coordinates of second class,
then, due to the normal form (5.13), the coordinates are necessarily orthogonal and non-isotropic. (ii)
If a separable system has one coordinate of second class, and this coordinate is not isotropic, then the
normal form (5.13) shows again that the coordinates are orthogonal. However, the case of one isotropic
coordinate of second class is excluded; indeed, in this case the normal form is

0 gl2
(9) = 12 22’
) g
with ¢'? # 0, and Hy; = 019" p;p; is divisible by H' = ¢g'p; = ¢'?p,, which is in contrast with the
assumption that ¢' is of second class. (iii) If there are two separable coordinates of first class, then they
are equivalent to ignorable coordinates. A manifold admitting a system of ignorable coordinates is locally
flat, since the components of the metric tensor in these coordinates are constant. So we can always choose
orthogonal (ignorable) coordinates (i.e. orthogonal Cartesian coordinates).

Due to this property and to the preceding discussion, equivalence classes of orthogonal separable coor-
dinates are then in one-to-one correspondence with equivalence classes of Killing tensors, if we say that
two Killing tensors are equivalent if they are related by a linear relation with constant coefficients to the
metric tensor g. In other words, every Killing tensor K gives rise to an equivalence class of orthogonal
separable system; a Killing tensor of the kind aK + bg, where a,b € R, gives rise to the same class. The
only requisite is that the Killing tensor is not proportional to the metric tensor and that it has smooth
real eigenvalues (this second requisite is automatically fulfilled if the metric is positive-definite). Hence,
with every Killing tensor K we associate a singular set made of singular points in which the two
eigenvalues of K coincide or are complex. The separable coordinates are then defined (locally) on the
complementary set.

A straightforward discussion based on equations (6.5) shows that [BR]: (i) If the eigenvalues (p;) = (p1, p2)
of K are independent functions, then they define a separable system of coordinates: ¢! = po, ¢ = p;.
More precisely, equations p; = const. define two orthogonal families of unparametrized curves which are
the coordinate surfaces of equivalent orthogonal separable systems. (ii) If the eigenvalue p; is constant,
then the eigenvector Xo corresponding to the other eigenvalue is, up to a factor, a Killing vector. In case
(i), the characteristic equations (6.1) of a separable potential reduce to the single equation

(62) (ql — q2)812V = 81‘/ - 82‘/

Example 6.2. The Euclidean plain. On the Euclidean plain Es every Killing tensor is reducible, i.e.
it is a linear combination, with constant coefficients, of symmetric product of Killing vectors. This is in
fact a property of all manifolds with constant curvature [KL]. In particular it can be shown [BR] that
every Killing tensor has the form

K=aRpNRg+bg, abeckR,
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where Rp denotes the unitary rotation centered at the point P € Ey. This is a Killing vector defined by
Rp(z) = wxz, where w is a unitary vector orthogonal to the plane E5 inbedded in the three-dimensional
Fuclidean space, and z is the position vector of a generic point of the plain. We do not exclude the
case in which the point P goes to the infinity; in this case P is a direction and Rp is a unitary vector
field orthogonal to this direction. As a consequence of the preceding discussion (Example 6.1), we have
that every equivalence class of orthogonal separable coordinates in the plain is characterized by a Killing
tensor of the form
K=Rpn RQ.

The singular points of K are precisely the points P and @, when they are "true” points (not at the
infinity). Hence, we have four possibilities:
(i) The two points P and @ are both at the infinity.
(ii) Only one point (say Q) is at the infinity.
(iii) The two points P and @ are true points and P # Q.
(iv) The two points P and @ are true points and coincide.
It can also be proved that the eigenvalues of K give rise to families of confocal conics, whose focuses are
precisely the points P and ). Hence, in correspondence with the above four cases, we have the known
four kinds of separable coordinates:
(i) Cartesian;
(ii) parabolic (with focus P and axis PQ);
(iii) elliptic-hyperbolic (with focuses P and Q);
(iv) polar (with center P = Q).
Furthermore, through equations (6.1), it is possible to characterize all possible potentials compatible with

the separation. We mention here, as an example, only one result (a detailed discussion is contained in
[BR)).

Theorem 6.1. The dynamical H-J equation of a material point in the Euclidean plain, submitted to
two symmetrical fields centered at two distinct points P and @, is integrable by separation of variables
by means of elliptic-hyperbolic coordinates with focuses P and @, if and only if the potential is of the
kind b
c
V=alrb+rd)+—+— bceR
a(TP + TQ) + rp + o (CL, e )a

where rp denotes the distance from the point P, i.e. if and only if the two fields are a combination of
Coulombian fields of any charge (in particular, Newtonian fields) and of elastic or centrifugal fields with
the same constant (negative or positive).

Example 6.3. The sphere. As far as the Killing vectors are concerned, on the sphere So we have
results similar to the Euclidean plain. We consider the unitary sphere centered at a point O of the
three-dimensional Euclidean space. Separable coordinates are generated by Killing vectors of the kind

K = Ry N R,,

where u and v are unitary vectors, and R,, denotes the unitary rotation around the axis (O, u) and defined
by R,(z) = u x . We have only two possibilities:

(i) the vectors u and v coincide;

(ii) the vectors u and v are distinct.
In case (i) we have two opposite singular points N and S, and the corresponding coordinates are the
spherical-polar coordinates. In case (ii) we have two pairs of opposite singular points, (N7, N2) and
(S1,52), and the separable coordinates are those considered by Neumann [NE]: the coordinate curves
are two families of confocal spherical conics, one family has the pair of points (N7, N3) (or (S1,.52)) as
focuses, the other one has the pair (Ny,.S2) (or (S1, N2)), being S; the opposite of N;. We notice that
spherical ellipses with focuses (N7, N3) are spherical hyperbolae with focuses (N, S2).
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Example 6.4. The asymmetric ellipsoid. This is a classical subject with a wide literature originated
by Jacobi. Through the so called Jacobian coordinates it is possible to integrate by separation of
variables the geodesic H-J equation. These coordinates are the restriction to the ellipsoid of separable
orthogonal coordinates on the three-dimensional Euclidean space generated by three families of confocal
quadrics (see [BI]). It can be proved that a Killing tensor generating these coordinates is

K =k 1B,

where B is the second fundamental form and x is the Gaussian curvature, i.e. the product of the two
eigenvalues of B (the main curvatures). The singular points of K are the umbilical points. Moreover, it
can be proved that the separation constant corresponding to K is the Joachimsthal constant [BI]: for
every geodesic the product of the distance of the center from the tangent plain at a point of the geodesic,
times the length of the diameter parallel to the tangent to the geodesic at the same point is constant.

Example 6.5. Manifolds with constant curvature. Kalnins [K] has proved that on the Euclidean
spaces [E,,, on the spheres S,, and on the pseudo-spheres H,, every separable system has an orthogonal
equivalent. This means that on strictly-Riemannian manifolds with constant curvature the separation
always occurs in orthogonal coordinates. In [B3] this property has been extended to Lorentzian man-
ifolds (signature (+...4 —)) with non-negative curvature (for systems without isotropic second class
coordinates). The proof is based on the geometrical characterization of separable coordinates in general,
illustrated in the next section.

7. Intrinsic characterization of the separable systems without second class
isotropic coordinates

As we have seen in Section 5, the separation of variables gives rise to r linear first integrals and to a
complementary number m = n—r of quadratic first integrals, which are all in involution and independent.
If we interpret these first integrals as Killing vectors (X,) and Killing tensors (K, ), then, in the case in
which there are not second class isotropic coordinates, by looking at formulae (5.23), (5.24) and (5.25)
(we always refer to normal separable coordinates (¢%, ¢%)) we can derive for them the following properties:

(a) they are in involution; the Killing vectors are pointwise independent; the Killing tensors are
pointwise independent;

(b) one of the Killing tensors is the metric tensor;

—~

¢) the Killing tensors have m common orthogonal closed eigenforms (¢*) (or m orthogonal eigenvec-
tors (X,) in involution: X,-Xp =0, [X,, Xp] = 0);
(d) The eigenforms are orthogonal to the Killing vectors: (X,,¢%) =0 (or, equivalently, X,-X, = 0).
(e) The eigenforms are invariant with respect to the Killing vectors: dx_¢* = 0 (or, equivalently,
[Xa, Xa] =0).
(f) The Killing vectors generate a normal distribution.
Indeed, we recognize these conditions by setting

(ba:dqaa X = as Xa:aa-

The symbol dx used in (e) denotes the Lie derivative with respect to the vector field X. We remind that,
for a closed 1-form ¢, dx¢ = d(X, ¢). The last property (f) follows from the fact that the vectors (9,)
generate the distribution orthogonal to the Killing vectors. Moreover, since the Killing vectors commute,
they generate an integrable distribution whose integral foliation is made of locally flat manifolds. Hence,
with a separable system we can associate two mutually orthogonal foliations: a foliations £ made of locally
flat submanifolds of dimension r, tangent to the Killing vectors and defined by equations ¢* = const.,
and an orthogonal foliation S defined by equations ¢® = const., made of submanifolds of dimension m
which admits orthogonal systems of separable coordinates.

We can interpret this fact in a slightly different manner. The Killing vectors generate an Abelian free
action of isometries on the manifold @), whose fibers are locally flat manifolds which form the foliation
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£. Let us denote by @Q the quotient manifold and by m:@Q — @ the quotient projection. The metric
tensor ¢ is reduced to a metric tensor g on Q by the projection 7. The restriction of this projection to
every manifold of the foliation S orthogonal to the fibers is an isometry. This is actually a geometrical
picture which holds only locally, i.e. for open subset U C ). We remark that the orthogonal separable
coordinates existing on the reduced manifold @, even if they correspond to second class coordinates on
the whole manifold @, they are not all necessarily of second class. So that we can perform for Q) the same
procedure of reduction, and so on.

All the properties listed above can be considered as necessary conditions for the existence of separable
coordinates. As sufficient conditions they are redundant (see [KM3]). However, there is not a unique or
privileged minimal subset of these conditions to be taken as sufficient conditions. We do not enter in
this discussion. Instead, we give an example of how the geometrical characterization of separation can
be used.

Up to a linear transformation with constant coefficients, we can always reduce the Killing vectors to be
orthogonal on any chosen leaf of the locally flat foliation £. These transformations are compatible with
the separation: they give rise to equivalent separable systems. However, it is not possible in general to
reduce the Killing vectors to be orthogonal everywhere. When this happens, we find orthogonal separable
systems. Indeed, the Killing tensors (K,, K, = X, N X, ) satisfy the requirements listed in Section 6.
Actually, this always happens in the affine Euclidean spaces E, and in the affine Minkowskian spaces
M,. Indeed, in these spaces every system of independent commuting Killing vectors generating a normal
distribution (properties (a) and (f)) can be orthogonalized, i.e. it can be transformed into an orthogonal
system through a linear transformation with constant coefficients [B3]. In particular this property holds
for Killing vectors which are rotations around a fixed point O of these spaces. Thus, if we consider
the restrictions of these rotations to the fundamental hyperquadrics (see [E2]) centered at the point
O, then we conclude that the same property holds for the Killing vectors on these manifolds. The
fundamental hyperquadrics are spheres S,,_1 C E,, defined by equation z-x = 1, hyperboloids H,,_; C M,,
defined by equation x-x = —1, and hyperboloids L,,—1 C M,, defined by equation z-z = 1. The first two
are strictly-Riemannian manifolds with constant curvature, positive and negative respectively. The third
ones are Lorentzian manifolds with constant positive curvature. The spaces and surfaces so far considered
provide a local model for all strictly-Riemannian manifolds with constant curvature and all Lorentzian
manifolds with constant non-negative curvature. Hence, as we said at the end of last section, on these
manifolds the separation of variables always occurs in orthogonal coordinates.
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